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ABSTRACT

Decolorization is a basic tool to transform a color image into
a grayscale image, which is used in digital printing, stylized
black-and-white photography, and in many single-channel
image processing applications. While recent researches focus
on retaining as much as possible meaningful visual features
and color contrast. In this paper, we explore how to use
deep neural networks for decolorization, and propose an op-
timization approach aiming at perception preserving. The
system uses deep representations to extract content informa-
tion based on human visual perception, and automatically
selects suitable grayscale for decolorization. The evaluation
experiments show the effectiveness of the proposed method.

Index Terms— Color-to-gray conversion, perception p-
reserving, deep neural networks.

1. INTRODUCTION

Image decolorization is the process of transforming color im-
age to a grayscale one, which is required in many single-
channel image processing applications, such as digital print-
ing, photograph rendering, and image debluring. The general
goal is to use the limited range in grayscale to preserve as
much as possible the color information.

Color-to-gray conversion is to extract a single-channel
representation from the three-channel color space, which in-
evitably suffers from information loss. The intuitive methods
would easily lose salient structures and important informa-
tion, such as the lightness (L) channel in the CIELab [1]
color space shown in Fig. 6(a). Therefore, there are many
decolorization methods proposed to address this problem.
Depending on the solution space, they can be broadly divided
into local adjustment and global mapping.

Local adjustment methods take account of independent
or neighboring pixels in the color image, and usually rely on
the local chrominance edges for enhancement. The classical
color-to-gray model (Matlab built-in rgb2gray () function)
assumes that the grayscale image (Fig. 6(c)) is a constrained
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Fig. 1. Color-to-gray conversion. We use deep neural net-
works to preserve perception for color-to-gray conversion.

linear combination of color channels (R, G and B), where the
weights are fixed as 0.2989, 0.5870, 0.1140, respectively. As
shown in Fig. 1(e), Bala et al. [2] added high-frequency com-
ponents to enhance chrominance edges. Although local ad-
justment methods preserve local features well, they have the
shortcoming that may lose color contrast (Fig. 6(c)) or pro-
duce halo artifacts (Fig. 1(e)).

Global mapping methods try to minimize the objective
functions, which requires structure descriptors extracted from
the grayscale image are close to the original color image. As
shown in Fig. 1(f), Color2Gray [3] enforced color contrast
optimization to preserve saliency between pixel pairs. Rasche
et al. [4] directly constrained the color difference and con-
structed a quadratic function to optimize the grayscale image
shown in Fig. 1(g). In Fig. 1(h), Lu et al. [5] employed bi-
modal energy function to maximally preserve the color con-
trast. However, global mapping methods ignore local light-
ness perception, which will produce inconsistent result to hu-
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Fig. 2. Perception preserving decolorization. We use a loss network (VGG-19) pretrained for object categorization to define
multi-level perceptual loss functions, which measure perceptual differences between the grayscale and color images. The loss

network remains fixed during the optimization process.

man vision, such as the sun in Fig. 1(g) and the sea-surface in
Fig. 1(h).

Inspired by image style transfer [6], we propose a percep-
tion preserving decolorization method focusing on both local
and global information. In this work, we show how to use the
deep features to minimize perceptual loss between grayscale
images and color images.

2. PERCEPTION PRESERVING DECOLORIZATION

To transfer the color image [ to a grayscale image GG, we gen-
erate a grayscale image that matches the perception represen-
tation of original image. As shown in Fig. 2, we optimize
a single-channel noisy image to minimize the representation
distance with the three-channel color image in a number of
layers of the convolutional neural network.

2.1. Deep Perceptual Loss

We define a perceptual loss function that measures low-level
and high-level perceptual differences between color and gray
images. The perceptual measures are generated on a VGG
network [7], which was pretrained for object categorization
[8]. In this paper, the perceptual feature is provided by a nor-
malised version of the 16 convolutional and 5 pooling layers
of the 19-layer VGG network (VGG-19).

Generally each layer in the network includes a linear filter
(conv) and non-linear activation function (relu), correspond-
ing to dense perception and sparse perception, respectively.
The dense perception describes the convolutional output for
high-order cognition, and the sparse perception describes the
convolutional input for feature selection. The perceptual loss
encourages the color image I and the gray image G having
similar perceptual representations computed by the loss net-
work ¢. Let ¢7,,.., (-) and ¢’ (-) respectively be the dense
and sparse activations in the j-th layer, where ¢’ (-) are the
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feature maps with the shape C; x H; x W;. The perceptual
loss is defined as the squared-error distance:
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2.2. Color-to-Gray Conversion

For color-to-gray conversion, we synthesise a grayscale im-
age that matches the perceptual representation of the color
image. Given a color image I and a layer set J to perform
perception reconstruction, a grayscale image G is generated
by solving the problem

arg minz A\l (G, )

G ey

where \; are the weighting factors for each layer, G is ini-
tialized with white noise. Here we use ADAM optimizer [9],
which works best and converges fastest for image decoloriza-
tion. The derivative of perceptual loss ¢ with respect to the
activations in the j-th layer equals

o’ 2 , ;
047 (G) — C;H;W; (@ (@) =7 D)+
(max (qu (@) 7O) (qu (G) — max (qu (I) ,O))23,
where @7 (-) is the terse expression of convolutional output
qb%onv ()

We find that unconstrained optimization of Equation (2)
typically results in grayscale images whose pixels fall out-
side the range [0, 255]. To avoid irrational values and reduce
the solution space, we minimize Equation (2) using project-
ed ADAM by clipping the grayscale image G to the range
[0, 255] at each iteration.




2.3. Analysis

We discuss how the proposed method is related to ideas in
traditional image decoloration, including edge preserving and
saliency preserving.

2.3.1. Low-level Perception and Edge Preserving

A common problem of color-to-gray conversion is that the
distinction between two different colors with similar lightness
is lost. In [2], edge preserving is introducing to distinguish
adjacent colors and extract high-frequency information into
the lightness channel. For deep neural networks, the chromi-
nance edge information is picked up by the shallow neurons,
e.g. the first convolutional layer convl. Therefore, minimiz-
ing the low-level perceptual loss is equivalent to edge preserv-
ing. In Fig. 3, we compare the output of convl in VGG-19
and Sobel [10] edge detector. We select some representative
feature maps (Fig. 3(a)), and overlay them to produce a sim-
ilar edge map (Fig. 3(b)). As we can see, the low-level per-
ception effectively extracts high-frequency components of the
chrominance edges.

Horizontal edges

Vertical edges

(a) Representative low-level features of Fig. 1(a), from left to right, #11, #27,
#52, and #24 feature map extracted by convl in the VGG-19.

(b) Overlay of Fig. 3(a)

(c) Sobel [10]

Fig. 3. Low-level perception and edge preserving.

2.3.2. High-level Perception and Saliency Preserving

Due to the center-surround visual cells [11], human vision
system does not perceive absolute values, and instead chromi-
nance and luminance perception are based upon relative as-
sessments. Color2Gray [3] maintains the saliency by map-
ping chrominance changes in the color image to lightness
changes in the grayscale image. Deep neural networks as bi-
ologically inspired models have the similar ability of salien-
cy preserving. In [12], fully-convolutional neural networks
trained on object categorization is proven effective for salien-
cy detection. As shown in Fig. 4, the average activation of
sparse perceptions, including relu4, relu8, and relul2, is ex-
tracted by VGG-19. Based on the saliency of visual attention,
the sun and boats are located by the high-level perception.

(a) relud

(b) relu8

(c) relul2

Fig. 4. High-level perception and saliency preserving.

3. EXPERIMENTS

3.1. Implementation Details

For all decolorization experiments, we compute feature re-
construction loss at low-level perceptual layer (the 1-th layer)
and high-level perceptual layers (the 2,4,8,12-th layer). Here
these high-level perceptual layers are the feature layers before
the pooling layers in VGG-19. The weighting factor A of low-
level perception is set to 1, and the factors of high-level per-
ception decrease by half from 1 to 0.125 along with network
depth. Initial learning rate is set to 0.5, and final learning rate
is set to 0.0001. The learning rate is updated by half when the
improvement of the loss function is smaller than a threshold
p = 10~%. Based on the parameters above, our implemen-
tation uses PyTorch [13], and optimizing a grayscale image
with the 256 x 256 size takes roughly 30s on a single Nvidia
GeForce GTX 1080 GPU.

3.2. Comparison with other methods

Fig. 5 (e) shows the decolorization results' with perception
preserving. For qualitative comparison, this paper focuses on
4 identified challenging images collected in [14]. We com-
pare ours with 3 representative methods: Bala04 [2] and Col-
or2Gray [3] respectively are classical local and global meth-
ods, and Lul2 [5] is a recent state-of-the-art decolorization.
Bala05 [2] method can preserve the color differences, but
produces some unnatural textures (the highlight edges in im-
age text) and amplifies noise (the backlit region in image im-
patient). For Color2Gray [3], the point and detail features
perceived in a color image cannot be seen in the convert-
ed grayscale image, such as the spots on pear skin in image
fruits. Lul2 [5] method reduces strict order constraint and
maximally preserves the contrast, which results strange color
mapping, e.g. the red region in image impatient and tulips.
To quantitatively assess the decolorization methods, the
color contrast preserving ratio (CCPR) [15] is calculated and
listed below each subfigure in Fig. 5. CCPR measures that
the color difference in the CIELab space is smaller than a
certain value 7. It is suggested in [16] that when 7 = 6,
CCPR becomes nearly invisible in human vision. The higher
CCPR represents a better color-to-gray quality. The proposed

More results and comparisons can be found at https://
caibolun.github.io/deepdecolor/
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Fig. 5. Color-to-grayscale conversion comparison of 4 images collected from [14].

method achieves the best scores in agreement with our sub-
jective experience.

3.3. Failure Cases

The proposed method has a common limitation for unnatural
images shown in Fig. 6. Without rich content information
in the first image, the deep neural network cannot extract ef-
fective perception to generate high-quality grayscale image.
Therefore, it may exhibit artifacts near the edges. For the
second image, colour-blindness test chart challenges human
vision system, and the proposed method is also hard to per-
ceive it. Even so, the proposed method is still better than the
lightness channel in the CIELab color space.

4. CONCLUSION

In this paper, we have presented a novel optimization ap-
proach based on deep neural networks for image decoloriza-

(b) L of CIELab

(¢) Ours

(a) Input

Fig. 6. Failure cases.

tion. In future work, we will combine the benefits of feed-
forward image conversion [17] and optimization-based meth-
ods for image generation by training feed-forward decoloriza-
tion networks with perception preserving.
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