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Introduction — What is Bipolar Disorder?
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Ø Bipolar disorder (BD, also called as manic depression) is a mental
disorder that causes periods of depression and abnormally
elevated mood.



Introduction — AVEC Bipolar Disorder Dataset
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The AVEC Bipolar Disorder Sub-Challenge Dataset is part of the Turkish
Audio-Visual Bipolar Disorder Corpus.

+
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Ø BD Dataset includes audio and video recordings of structured interviews
performed by 47 speaking subjects aged 18-53.

Ø There are 104 recordings in training set, 60 recordings in development
set, and 54 recordings in test set. The label is divided into
remission/hypo-mania/mania according to Young Mania Rating Scale
(YMRS).
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Ø Fuzzy Label 
Hard division based YMRS score 

Ø Small Sample (Over-fitting)
Only 104 recordings in the training set

Ø Multiple Modal
Including audio and video recordings 
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Small SampleFuzzy Label Multiple Modal

Multi-modal Hierarchical Recall Framework 



Feature Extraction—Topic Modeling

6

Fine-grained features extracted by topic models will effectively improve 
the performance.
Ø Detailed information of each topic is retained. 
Ø Different topic can be described by different features. 

We use Google Cloud Platform to transform Turkish audio into English 
text with time-stamps. 

Speech Recognition Machine Translation 
+



Feature Extraction—Audio

MFCC (39) +
max

Audio features are extracted with openSMILE, including MFCCs (39), 
and eGeMAPS (23), which are common features for audio analysis. 

eGeMAPS (23)

min mean var

62

248

Global Feature Topic-level Feature248 x 4

Ø We further concatenate the statistics features (62 x 4=248), including
max, min, mean, and var, for each topic.

Ø To describe global and local information, we respectively extract the
global feature (248) and topic-level feature (248 x 3).
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Feature Extraction—Video
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Motivated by Young Mania Rating Scale (YMRS), two kinds visual
features (FAUs, eyesight) are related to bipolar disorder.
Ø Facial Action Units (FAUs) 

Ø Eyesight

FA
Us

Different time intervals

Motion History Histogram
Ø We extract the FAU features (17x5x10=850)

with 5 time intervals Mk ∈ {10, 20, 30, 40, 50}
and 10 equally bins Rb ∈{-5, ..., 3, 4, 5}

Ø We apply 16 statistics to reduce the feature
dimension and generate the FAU statistic
feature (17×16=272)

Ø FAU Feature = (850 + 272) x 3 topic = 3366

Ø We extract 7 statistic features for eyesight,
such as min, max, mean, var, std, etc.

Ø For left/right eyes (7x2) and global head (3)
movement, there are 7x2+3=17 statistic
features for each topic.

Ø Eyesight Feature = 17 x 3 topic = 51



Feature Extraction—Others
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In addition, we try to extract the other feature (video, audio and text) 
related to YMRS, but they did not be used in the final model.

Valence-Arousal SpaceFace++

Ø Emotion 

Ø Text Feature

Ø Body Movement

Body movement Motion History Histogram 

Using the suite of Linguistic Analysis Tools (SALAT), text analysis was 
performed automatically on the transcripts of BD interview. 

LASSWELL

EmoLex
Word-Emotion Lexicon

ANEW



Feature Extraction—Selection
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MFCC-
eGeMAPS 
(ori), 74

MFCC-eGeMAPS 
(topic), 26

FAUs, 43

Eyesight, 7

The high-dimensional feature is too redundant to train a classifier
with robust performance. To avoid overfitting, we apply Analysis of
Variance (ANOVA) method for feature selection.

ANOVA
Feature

Selection

Ø According to feature selection, the
official features (MFCC, eGeMAPS, FAUs,
eyesight) are the very effective features.
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C1/C
2

Fuzzy Label: C2 is the margin label and hard to be classified. We use 
a C1/C2-C2/C3 GBDT for coarse classification. 
Small Sample: A few training recordings lead to over-fitting. We use  
hierarchical GBDTs to recall confidence samples step by step.
Multiple Modal: We use hierarchical modal (audio in the 2-nd layer 
and video in the 3-th layer) to combine different modal feature.

C2/C3
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Ø Our framework achieves competitive performance by hierarchical
recall. The result in the dev set is better than the others, and the
result in the test set is still clearly better than all baseline. The
results show that the proposed framework has good generalization.
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The parameters of the framework and the number of samples
recalled per-layer on the test set are shown as follow:
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How can improve the performance further?

+ Handcraft Check

Ø 7-topic model will bring an improvement compared to 3-topic model

3-topic
model

7-topic
model
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We re-design the multi-modal hierarchical recall framework as follow:
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The  code can be found at: https://github.com/caibolun/AVEC-BDS2018
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Bipolar Disorder Classification Results on the Test Set

Ø Based on 7-topic model, the improved framework can achieve 59.26%
accuracy on the test set, which is higher than the 3-toptic result (57.41%)

reported in the paper.
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Coarse time-stamps and transcripts are auto generated by the Google

Cloud Platform, and accurate time-stamps and transcripts of each topic
are obtained after handcraft checking.

Handcraft Check+

Ø We hope these tagging can help the other researchers to validate the
effective of NLP technology for bipolar disorder classification.

https://github.com/caibolun/AVEC-BDS2018/tree/master/data/translation_check
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Small SampleFuzzy Label Multiple Modal

Multi-modal Hierarchical Recall Framework 
Simple: Only official features and GBDTs are used for bipolar
disorder classification.

Effective: On the test set, 3-topic model achieves 57.41%, and
7-topic model achieves 59.26%.

Share: We label accurate time-stamps and transcripts to help
the others validating NLP to bipolar disorder classification.

Challenge

https://github.com/caibolun/AVEC-BDS2018/
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